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Abstract. This work applies Natural Language Processing (NLP) tech-
niques, specifically transformer models, for the emotional evaluation of
open-ended responses. Today’s powerful advances in transformer archi-
tecture, such as ChatGPT, make it possible to capture complex emotional
patterns in language. The proposed transformer-based system identifies
the emotional features of various texts. The research employs an innova-
tive approach, using prompt engineering and existing context, to enhance
the emotional expressiveness of the model. It also investigates spaCy’s
capabilities for linguistic analysis and the synergy between transformer
models and this technology. The results show a significant improvement
in emotional detection compared to traditional methods and tools, high-
lighting the potential of transformer models in this domain. The method
can be implemented in various areas, such as emotional research or men-
tal health monitoring, creating a much richer and complete user profile.

Keywords: Emotional analysis, GPT-3.5, spaCy, Transformers, Prompt
engineering, Language-based Emotion Recognition

1 Introduction

Natural Language Processing (NLP) models have gained significant importance
in recent years, primarily due to advances in their ability to analyse and under-
stand human language in an automated manner [6]. These improvements have
been propelled and the technology popularised by companies such as OpenAI5

and Google6.

5 Available at https://openai.com, reviewed in January 2024.
6 Available at https://ai.google, reviewed in January 2024.
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This research uses NLP techniques for emotional evaluation of open-ended
responses. To achieve this goal, transformer models with power to understand
the human psyche are employed [7], becoming valuable tools in a wide range of
fields such as psychology [8], education [12], stock market [17], or marketing [4].

The proposed method explores the ChatGPT model (GPT-3.5) [2] together
with prompt engineering (as discussed in Section 4.1) to control response gen-
eration. These techniques are still experimental, as there are no rules specifying
an exact input/output relationship, only recommendations to consider when us-
ing a model. Tests are conducted using spaCy for polarity detection, concluding
with a comparison between both models. The aim is to provide an effective and
straightforward solution for emotion detection to be deployed in any domain
with minimal modification, something that does not currently exist.

This paper is structured as follows. Section 2 delves into the state of the art
in natural language processing, Section 3 focuses on the objectives, and Section 4
details the methodology for analysing conversations using ChatGPT and spaCy.
Section 5 briefly explores the applications of this approach for analysing extensive
texts, highlighting the differences between the models. Finally, Section 6 presents
the conclusions and outlines future steps.

2 Related work

NLP has grown significantly in recent years, primarily due to its flexibility to
adapt to a wide range of applications and to generate complex responses with
minimal instructions. This research explores the ability of NLP models to per-
form emotional evaluation, aiming to comprehend and analyse the emotions
expressed in a text. The most prominent techniques are as follows.

Linguistic feature extraction, used by initiatives such as the Semantic Orien-
tation Calculator [14], assigns polarities to different words, creating a dictionary,
and applies several algorithms to calculate emotional scores for each entry, re-
sulting in a final classification.

Supervised machine learning employs classification algorithms, such as Naive
Bayes [19], Support Vector Machines [20], or Neural Networks [18], to train
models with large labelled data sets to classify texts into emotional categories.

The most advanced and sophisticated solutions are based on transformers,
which capture representations of words and contexts in a general and flexible
way, adding significant value. Prominent models in emotional detection include
Bidirectional Encoder Representation Transformers (BERT) [1] and Generative
Pre-trained Transformers (GPT) [9], among others. Most of these solutions are
proprietary, such as Anthropic7, the basis for the enterprise conversational as-
sistant Claude8, or Inflection 9, a model used to create a personal intelligence

7 Available at https://www.anthropic.com/, reviewed in January 2024.
8 Available at https://www.anthropic.com/index/introducing-claude, reviewed in
January 2024.

9 Available at https://inflection.ai/about, reviewed in January 2024.
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assistant. There are also open source approaches, such as Vicuna10, a modified
version of the Large Language Model Meta AI (LLaMA) [15] from Meta.

Given the high flexibility of transformer-based models, they have been ap-
plied in various domains, including virtual assistants (BingChat or ChatGPT),
machine translation [13], automatic text summarising [5], semantic search [10],
and emotional analysis [11]. However, most of these solutions are code-oriented,
which significantly restricts their reuse by researchers or professionals. The pri-
mary advantages of the current proposal over existing methods lie in its simplic-
ity and seamless adaptability to diverse environments. Furthermore, it harnesses
advanced and diverse models, ensuring a high level of precision.

3 Objectives

The main objective of this project is to develop a robust system capable of
analysing emotions and polarities in any text or human interaction with the
greatest possible accuracy. Specifically, it aims to:

– Detect emotions and polarities with GPT-3.5: The GPT-3.5 NLP model will
be used to: (i) detect and classify emotions and polarities; and (ii) identify
the most prominent topics in each interaction for user profiling.

– Detect polarities with spaCy: The spaCy NLP library will be used to detect
and analyse existing polarities.

– Compare spaCy and GPT-3.5 results: Comparisons will be made regarding
performance, i.e. the ability to correctly capture text polarity.

4 Proposed method

The designed method explores prompt engineering with the help of GPT-3.5
and spaCy in two contexts: interactive conversations and extensive texts. The
considered emotions – Joy, Anger, Aversion, Sadness, Surprise, Fear, and Neutral
– are based on the primary emotions model of Ekman and Cordaro [16], whereas
polarity includes the Negative, Positive, and Neutral labels.

4.1 Prompt engineering

Prompt engineering, a technique currently under development [3], is used to
control the results of generative artificial Intelligence (AI) models. A prompt is
then a natural language textual description of the instructions or keywords given
to guide a generative AI model. As a central tool in natural language processing,
it can be used in a wide variety of applications.

10 Available at https://lmsys.org/blog/2023-03-30-vicuna/, reviewed in January 2024.
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4.2 Use of GPT-3.5

In a memory based approach, conversations are used as input data. The entire
conversation is submitted to the model, indicating in the prompt the input to
analyse in each iteration. This decision to provide the maximum possible context
allows the model to obtain deeper results since past events are important [21]. To
create a modular system, the iterative prompt creation process divides the text
into eight fragments. Since the goal is to successfully detect emotions, polarities
and keywords, the model is explicitly provided with the objective and parameters
of the analysis (Figure 1a).

(a) Conversations (b) Texts

Fig. 1. Diagram of the analysis process with GPT-3.5

The analysis of a conversation, according to Figure 1a, includes the follow-
ing steps: (i) assembly of all the fragments of the prompt; (ii) addition of the
complete conversation; and (iii) specification of the conversation interaction to
be analysed by the model (question). Then, there are other prompt fragments
used to control the model and obtain the desired output, e.g., emotions, polar-
ities, objectivity, and structure. This process is repeated for each interaction11

belonging to the conversation. The data are submitted via OpenAI’s Application
Programming Interface (API). Requests are made recursively until a satisfactory
response is obtained. The results obtained by the model are processed and stored
in a JSON12 file, containing the polarity, emotion, and topics of each interaction.

The analysis of extensive texts, e.g., from interviews or transcriptions, is sum-
marised in Figure 1b. In many cases, due to the limitation of 4096 tokens13 per

11 A conversation comprises one or more interspersed interactions between speakers.
12 Available at https://www.json.org/json-en.html, reviewed in January 2024.
13 Word used to designate a set of input characters submitted to the model.

https://www.json.org/json-en.html


6 A. Pajón-Sanmart́ın et al.

model of GPT-3.5, it is impossible to segment texts based on paragraphs. There-
fore, the text is dynamically divided into fewer fragments than this maximum.
The prompt is also adapted, while maintaining the same modular philosophy.
The process of analysing each fragment is identical to that of the conversations,
sending each fragment sequentially. However, due to the tokens limitation, it is
impossible to add the full text along with the fragment at this stage. In the last
step, the JSON file holding the analysis of all the fragments is sent with a specific
prompt that allows the data to be extracted from the full text. As a result, the
final JSON file holds the complete analysis of the text. A dynamic adjustment
of the request size has been performed. In the first call, the maximum size of
4096 tokens is maintained; however, after five requests, it automatically adjusts
to the average between the total length of the prompt and the response.

4.3 Use of spaCy

The polarity analysis was performed with spaCy14, a Python library for NLP.
Specifically, it employs a light and popular polarity detection pipeline for English
texts – the spaCyTextBlob15 – based on the TextBlob library. The adopted pipeline
loads the medium-sized English model trained on written web text. Therefore,
all entries must be translated into English.

(a) Conversations (b) Texts

Fig. 2. Diagram of the analysis process with spaCy

The mode of operation is very similar to the one adopted with GPT-3.5.
First, spaCy processes the interactions of a conversation. In this case, the process
is simplified by not having to create the prompt, since the only input is the
text, as can be seen in Figure 2a. Next, the model generates an output between
−1 and 1, which is interpreted as positive, negative, or neutral if it is 0. Finally,
the output is stored in a JSON file. In the case of the longer and more complex
TED talk texts, they were translated for greater precision beforehand using
the textBlob16 translation API. Then, spaCy processes the entire text and the
paragraphs independently since there has no entry size limitation.

14 Available at https://spacy.io, reviewed in January 2024.
15 Available at https://spacy.io/universe/project/spacy-textblob reviewed in January

2024.
16 Available at https://textblob.readthedocs.io/en/dev/, reviewed in January 2024.

https://spacy.io
https://spacy.io/universe/project/spacy-textblob
https://textblob.readthedocs.io/en/dev/
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5 Experiments and results

The results were evaluated by calculating the weighted average of the Precision,
Accuracy, Recall and F1-score metrics. To facilitate the interpretation of the
results, the respective confusion matrices are also presented.

Since spaCy only detects polarity, the emotions and polarity analysis were
performed independently with the Conversations17, TED talks18, and the Short
phrases19 data sets. Table 1 details the contents of these data sets. Prior any
experiments, the Conversations and TED talks data sets were manually labelled
by the authors, who have an NLP background.

Table 1. Contents of the data sets

Data set Labels Number of Entries Words per Entry

Average Minimum Maximum

Conversations No 1494 14 1 153
TED talks No 2801 17 1 199
Short phrases Yes1 14 448 9 3 34

1 Includes only Positive and Negative polarity labels.

5.1 Emotion analysis

The emotion analysis was performed with the three data sets, using GPT-3.520.
The Conversations data set comprises an average of 14 words per interaction.
As can be seen in Figure 3a, the results are positive since no attempt has been
made to identify a contrary emotion, achieving an average F1-score of 71%.
The metrics improve with the simplest emotions, such as Joy or Fear, and fall
moderately in more complex ones, such as Surprise.

The Spanish TED talks transcriptions contain an average of 17 words per
paragraph. The results (Figure 3b) are more stable than the previous ones. Since
the fragments are longer, on average 1735 words per talk, they provide more
context, improving the emotional analysis to an average F1-score of 84%.

Finally, the method was applied to the short phrases data set with an average
of 9 words per sentence. The complexity of this analysis was higher since these are

17 Available at https://www.kaggle.com/datasets/projjal1/
human-conversation-training-data, reviewed in January 2024.

18 Available at https://www.kaggle.com/datasets/miguelcorraljr/
ted-ultimate-dataset, reviewed in January 2024.

19 Available at https://huggingface.co/datasets/hita/social-behavior-emotions, re-
viewed in January 2024.

20 The model hyperparameters were set to temperature=0.0, top_p=1.0 (default
value), frequency_penalty=0.0 (default value), presence_penalty=0.0 (default
value) and stop_sequence=None (default value).

https://www.kaggle.com/datasets/projjal1/human-conversation-training-data
https://www.kaggle.com/datasets/projjal1/human-conversation-training-data
https://www.kaggle.com/datasets/miguelcorraljr/ted-ultimate-dataset
https://www.kaggle.com/datasets/miguelcorraljr/ted-ultimate-dataset
https://huggingface.co/datasets/hita/social-behavior-emotions
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phrases that have an inherent feeling, which results in a very complex labelling.
Figure 3c shows that the results are positive and the wrong classifications are
easily explainable. In complex emotions such as Surprise, confusion occurs with
Joy, something that is not strange given the close relationship of these feelings.
These disturbances cause performance to drop to an average F1-score of 62%.

(a) Conversations (b) TED talks

(c) Short phrases

Fig. 3. Emotional analysis confusion matrices

These results, summarised in Table 2, show an F1-score performance above
70% with two of the data sets. The majority of the wrongly labelled emotions
correspond to related feelings, i.e. few were classified as antonyms.

Table 2. Emotion analysis with GPT-3.5

Data set Precision Recall F1-score

Conversations 0.85 0.72 0.71
TED talks 0.86 0.85 0.84
Short phrases 0.62 0.61 0.62
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5.2 Polarity analysis

Polarities have also been identified on all data sets with GPT-3.5 and spaCy.
In the case of conversations, both models present good results, with GPT-3.5
obtaining an average F1-score value of 78% and spaCy 66%. The performance
of spaCy with the TED talks drops to an average F1-score of 40%, while that of
GPT-3.5 increases to 88% (Figure 4). The larger and more complex fragments
affect negatively spaCy, because ambiguity typically increases as the sentence
size increases, and favour GPT-3.5, due to richer context.

Fig. 4. Polarity analysis results (F1-score) with GPT-3.5 (green) and spaCy (rose)

The Short phrases results deepen the differences between both models. GPT-
3.5 scores an average F1-score of 87%, while spaCy scores 69%. However, neutral
polarities were ignored because they were not labelled in this data set.

These results indicate that both GPT-3.5 and spaCy can be used for polarity
detection. However, there is a clear distinction in their recommended scope,
depending on the length of the input. spaCy can be employed with smaller text
fragments and GPT-3.5 with longer ones.

Table 3. Polarity analysis with GPT-3.5

Data set Precision Recall F1-score

Conversations 0.89 0.77 0.78
TED talks 0.89 0.89 0.88
Short phrases 0.85 0.88 0.87

Table 4. Polarity analysis with spaCy

Data set Precision Recall F1-score

Conversations 0.66 0.67 0.66
TED talks 0.49 0.39 0.40
Short phrases 0.69 0.69 0.69

6 Conclusions

This work explores the use of NLP techniques for emotional evaluation on open-
ended responses. To this end, it uses transformer models together with prompt
engineering to control the generation of responses. The emotion (GPT-3.5) and
polarity results (GPT-3.5 and spaCy) were obtained with three data sets.
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GPT-3.5 displayed better performance when compared with spaCy, specially
with long texts. Transformer models produce a very precise analysis thanks to
the identification of semantic relationships and the size of their databases. The
use of prompt engineering was more complex than expected, since a large number
of tests with different instructions had to be resorted to obtain an output that
met the expected results. It was possible to obtain very different results with
practically identical instructions, leading to errors in the subsequent processing.
These problems were solved with fine tuning, such as limiting the number of
tokens or increasing the value of the top_p hyperparameter used by GPT-3.5 to
control the diversity of the generated text.

While the spaCyTextBlob pipeline is limited to polarity detection, the GPT-
3.5 model performs a complete analysis of emotions, polarities and topics, which
is essential for comprehensive applications. This proposal stands out for its ad-
vantages, particularly its adaptability and ease of use for non-technical users.

The future expansion of this emotion detection groundwork offers opportu-
nities to create detailed psychological profiles and improve the ability to recog-
nise self-destructive behaviour and identify early signs of neurological disorders
through the integration of specialised algorithms. It is also necessary to fur-
ther study the application of this method to other use cases, as each model has
different limitations.
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